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Abstract:  The rapid exponential increase in the data led to an abrupt mix of various data types, leading to a deficiency of helpful 

information. Creating new data with the existing different types of data are presented in this paper. Augmentation is adding up or 

modifying the dataset with extra data. There are many types of augmentation done for various kinds of datasets. Augmentation has 

been widely used in multiple pre-processing steps of diverse machine learning pipelines. Many libraries or packages are made for 

augmentation called augmentation libraries. There are many salient features that each library supports. This paper seeks to enhance 

the library that makes the AugStatic library much more lightweight and efficient. AugStatic is a custom-built image augmentation 

library with lower computation costs and more extraordinary salient features compared to other image augmentation libraries. This 

framework can be used for NumPy array and tensors too. 

 

IndexTerms – Albumentations, Augmentor, Imgaug, Data Augmentation, transformation, PyTorch, Tensorflow. 

 

I. INTRODUCTION 

 

Data is so abruptly and exponentially increases day-to-day, which has created many complexities for image data. The data 

augmentation [4] [6] can be of various types, such as image, audio, NLP, and Time series. Every kind of augmentation is used 

for the same purpose of increasing the data. In this paper, the study is focused on image data augmentation. Many libraries 

support the image data augmentation with various input and output, such as Numpy array and tensors [9] [16].  

 

There are many methods used for various use cases. For example, image matting [5] extracts the foreground in an image. 

Mixup Augmentation [3] is used for smoothening the photos.   

  

Machine learning is a field of Artificial intelligence that is a perspective on helping machines learn and build their pipeline to 

work on their way of decision making. It is achieved with as minimal human collaboration as could be expected, for example, 

without the requirement for human intercession.  

  

Artificial intelligence is a part of artificial consciousness. The educational experience is robotized and worked on over the 

long haul because of the encounters with machines. Excellent information and an assortment of approaches are given to PCs 

to fabricate or develop AI models. The calculation to still up in the air of the sort of information and the task to be 

computerized.  

  

Data pre-processing [11] is the process of modifying the input dataset to make it more suitable for the training and testing sets 

of the dataset. It helps to alter the data into the required format for the model to read. Many corporates use machine learning 

pipelines. And machine learning pipelines include pre-processing steps. There is a need to mold the data into a suitable format 

before feeding it to the model, for which data augmentation is used. 
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Fig-1: Machine Learning 

 

 

Data pre-processing is essential before the data can be used. Data preprocessing is changing the crude data into a clean dataset 

collection. Before executing the calculation, the dataset is preprocessed to look at missing qualities, boisterous information, 

and different irregularities. 

  

A Machine learning pipeline is a method for arranging and robotizing the work process it takes to deliver an AI model. 

Machine learning pipelines comprise various successive advances that do everything from information extraction and 

preprocessing to show deployment after the training. 

 

 
Fig-2: Machine learning pipeline 

 

 

The advantage of using data augmentation is that it is time-saving & cost-effective. The dataset size can be increased with the 

existing data; hence, it saves time searching the data. The augmentation is an integral part of many machine learning pipelines. 

We can also incorporate it in generating the new synthetic images done in General Adversarial Network (GANs) [7]. 
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Fig-3: Data Augmentation  

 

II. BACKGROUND WORK 

 

Many data augmentations were researched, as shown in fig.3. The data augmentations can be some on audio, text, audio, and time 

series. The image augmentation library is being researched in this paper, and many libraries such as imgaug [12], albumentations 

[10], and augmentor [2] were extensively compared. Few take input as a NumPy array, and some in tensors. A tensor can be 

incorporated as a multidimensional array that can be generalized as vectors and matrices. The advantage of using data 

augmentation is that it is time-saving & cost-effective. Various types of augmentations were researched and compiled into a 

compact, lightweight, and practical library.  

  

The salient feature of Imgaug package – 

  

 It contains over forty  image augmentation techniques 

 Functionality to augment images with masks, key points, bounding boxes, and heat maps.  

 Easier to augment the image dataset for object detection and segmentation problems 

 Complex augmentation pipelines 

 Many helper functions for augmentation visualization, conversion, and more. 

  

The salient feature of Augmentor package – 

  

 It has fewer possible augmentations compared to other packages 

 It supports extra features like size-preserving shearing, size-preserving rotations, and cropping, which is beneficial for 

machine learning pipelines. 

 It supports to compose augmentation pipelines  

 It supports usage with PyTorch [8] and Tensorflow [1]. 

  

The salient feature of Albumentations package – 

  

 It contains over forty  image augmentation techniques 

 Functionality to augment images with masks, key points, bounding boxes, and heat maps.  

 Easier to augment the image dataset for object detection and segmentation problems 

 Complex augmentation pipelines 

 Many helper functions for augmentation visualization, conversion, and more. 
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Fig-4: Augmentation Techniques 

 

III. RESEARCH METHODOLOGY 

 

Different data needs different types of augmentations. The image data can be augmented using shift, rotate scale, etc. There 

are affine transformations [14] in which the edges of the object of interest do not change. There are perspective transformations 

[15] & spatial level transformations such as shear transformation.   

 

 
 

Fig-5: Affine Transformation Augmentation Techniques 

 

 

 

Many types of data augmentations were researched, as shown in fig.3. The data augmentations can be some on audio, text, 

audio, and time series. The image augmentation library is being researched in this paper, and many libraries such as imgaug, 

albumentations, and augmentor were extensively compared. Few data augmentation libraries of images take up the input as a 

http://www.jetir.org/


© 2022 JETIR May 2022, Volume 9, Issue 5                                                                        www.jetir.org (ISSN-2349-5162) 

JETIR2205199 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org b739 
 

NumPy array and some in tensors. The advantage of using data augmentation is that it is time-saving & cost-effective. Various 

augmentations were researched and compiled into a compact, lightweight, and efficient library. 

  

These are the list of augmentations supported by the Augstatic library – 

 

 

 
 

 

Fig-6: Supported Augmentations by AugStatic library 

 

 

 

 

The Augstatic library is a lightweight augmentation library that is used for images. The input is a NumPy array and has all the 

features of previously mentioned augmentation libraries. The library is lightweight because, unlike PyTorch, and Keras [13], 

transforms, there is no need to convert the image array into tensors. It reduces the computational cost and latency of the pre-

processing step of data augmentation.   
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IV. RESULTS AND DISCUSSIONS 

 

The lightweight and efficient image augmentation library named AugStatic is developed in this paper. AugStatic is a readily 

used augmentation library that supports all the augmentations of PyTorch, Keras, Imgaug, Albumentations, and Augmentor. 

We can keep adding more features with the advancement in augmentation.  

  

It can be used as the one place solution for all the augmentations supported by various augmentation libraries for images. It 

takes the NumPy image array as an input and returns the augmented images in NumPy array format. It is flexible and easily 

scalable.  

  

These are some of the outputs generated by the augmentation library - 

 

  
 

Fig-7: Output -1 of Supported Augmentations by AugStatic library 

 

 
 

Fig-8: Output -2 of Supported Augmentations by AugStatic library 
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Fig-9: Output -3 of Supported Augmentations by AugStatic library 

 

V. CONCLUSION AND FUTURE SCOPE 

 

Data augmentation is crucial to any machine learning pipeline. A lightweight with less computational cost compared to other 

augmentation libraries is developed and demonstrated in this paper. An efficient image augmentation library named AugStatic 

is a custom built image augmentation library which supports all the augmentations of PyTorch, Keras, Imgaug, 

Albumentations and Augmentor. It is built on python and is easily understandable and flexible enough to keep adding features. 

Hence, making it more scalable. With the advancement in augmentation, there is a lot of scope in making the AugStatic library 

for audio, NLP, and time-series data.  
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